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Abstract—This paper introduces our solution for the full track
of the Moments in Time 2018 video event recognition challenge.
Our system is built on spatial networks and 3D convolutional
neural networks to extract spatial and temporal features from
the videos. We also take advantage of multi-modality cues,
including optical flow and audio information to further improve
the performances. Our final submission is an ensemble of 5
models: three based on RGB frames as well as one optical flow
model and one audio model, achieving top1 38.1%, top5 65.3%
on the validation set.

I. INTRODUCTION

Video recognition is one of the most fundamental research
topics in the computer vision. With development of compu-
tation and release of large video classification dataset such
as Kinetics [8] and Moments in Time [13], it has therefore
been an urgent need to develop more efficient automatic video
understanding and analysis algorithms.

Currently, there are three kinds of successful frameworks
that dominate the video recognition (1) two-stream CNNs [15],
[17], (2) 3D CNNs [16] and its variant [14], [18], and (3) 2D
CNNs with temporal models on top such as LSTM [3], [9],
temporal convolution [1] and attention modeling [10], [11].
The winner of Kinetics challenges last year [1] proposed a
novel solution by first extracting the multi-modality features
from the learned networks and then fed them into the off-shelf
multi-modality temporal models to conduct video classifica-
tion. However, these approaches are not applicable to large-
scale video datasets, such as Moments in Time [13], since they
rely on extracting features from all videos beforehand, which
is extremely time-consuming and expensive.

To address these challenge, we mainly adopt end-to-end
training architectures with three modalities, namely appear-
ance, motion and acoustic information. We compared the
performance of different models and finally chose Inflated 3D
and Non-local module for appearance modality and 2D CNN
model for the motion and acoustic modalities.

The remaining sections are organized as follows. Section
II presents some details of our method. In section III, we
compare different approaches, followed by the conclusion of
this report in section IV.
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II. THE PROPOSED METHOD

In this section, we will introduce the applied multiple
models and modality, including observation and obtained score
for each model.

A. Appearance clues

We have experimented different methods including 2D
CNNs, Temporal Segment Networks and inflated 3D neural
network to extract the video feature. We extract RGB frames
from the videos at 25 fps as original resolution and applied
random crop as augmentation.

Spatial Network. We used Xception network [2] pre-trained
on the Kinetics dataset [8], as well as SENet and SEResNeXt
[6] initialized on ImageNet.

In training, one single RGB image is randomly selected
from the video as the input. In validation, we followed the
testing method in TSN [17] with 25 segmentation and average
fusion.

Temporal Segment Networks. We also explored the Tem-
poral Segment Networks with 5 segments. Surprisingly, it
is not as effectively as in other activity recognition tasks.
The performance of TSN is even lower than single image
performance described above. We speculate that it is due to
the large intra-classes variances and short video duration of
the dataset.

Inflated 3D Network. We combine the Inflated ResNet50
network with non-local modules as the base model.

We apply spatial and temporal convolution separately in the
ResNet block [5], which improves accuracy while reducing the
calculations. We pre-trained the model in Kinetics, and fine-
tuned the network as the base model of TSN. In validation
inference, we crop the input lager than 224, with spatially
average the predictions after the Softmax layer as described
in [4].

Word2Vec Network. Considering the large intra-class vari-
ance of the dataset, We tried to transfer labels into vectors and
minimize the distance between feature and vectors instead of
classification loss.

B. Motion clues

We used an OpenCV implementation of TV-L1 [19] al-
gorithm for computing dense optical flow and converted 2-
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Fig. 1. The designed framework in our method. we apply 2D and 3D convolutional neural network to extract spatial and temporal feature from the video
while take advantage of multi-modality cues, including optical flow and audio information. Our final submission is an ensemble of these models.

TABLE I
RESULTS ON VALIDATION SET.

Model Modality Top-1 Accuracy(%) Top-1 Accuracy(%)
ResNet50 RGB 28.3 53.2

TSN RGB 27.4 53.2
Xception RGB 31.8 59.2
SENet152 RGB 33.7 61.3

SEResNeXt RGB 33.0 60.2
Word2Vec ResNet50 RGB 29.9 56.2

I3d ResNet50 RGB 34.2 61.4
BN-Inception Flow 19.1 41.2

VGG16 Audio 9.1 21.3
Ensemble 38.1 65.2

channel optical flow vectors (u, v) into its magnitude and
direction and stored them as RGB images. We used these
images in the BN-Inception [7] network and takes a stack
of 5 consecutive optical flow fields as input. We employed
SGDR [12] strategy in optical flow training, since we found
that restart the learning rate is helpful to promote the accuracy.
We obtained a validation accuracy of 19.09% (top-1,) 41.17%
(top-5)

C. Acoustic clues

In compliance with the common practice to processing
audio features, a convolutional network based audio classi-
fication system is used. With each video divided into 10
frames, its frequency domain information is extracted through
Fourier Transformation, histogram integration and logarithm
transformation. The vocal information of each video is shaped
as 10x96x64 to a VGG classification net to generate a label
probability distribution prediction.

The character that vocal information is hard to do augmen-
tation makes it likely to overfit the training set. So generally
less complex net leads to a better evaluation results.

D. Training

In this section, we present some details of our method
during training stage. We train the our network end-to-end

with 0.01 initial learning rate and reducing it by a factor of
10 at every 15 epoches. For each RGB and acoustic model,
we train about 30 epoches and 60 epoches for flow model.
We train our model on the 8 Titan GPUs for single image and
TSN experiment, while 3D models are trained in distribution
mode.

III. EXPERIMENT RESULTS

In this section, we present some experiments in our method
in the Table II-A. In this table, we show the results with
different 2D/3D mdoels. From the results, we can find that
i3d resnet50 with model non local can achieve the best results.
While the single image method accuracy is actually not much
lower than i3d network, TSN performs not as efficient as other
datasets. We found that spatial and temporal information are
mutually complementary for final feature fusion. Meanwhile,
motion and acoustic information are essential though the
scores are low, showing the importance of different modality
clues.

Finally, we ensemble all the models on the score after
softmax function to obtain 38.1% top-1, and 65.2% top-5
accuracy on the validation set.



IV. CONCLUSION

In Moments in Time Challenge 2018, we design a new
spatio-temporal action recognition framework. We make ad-
vantage of both 2D spatial network and 3D network, as well
as multi modalities. By this means, we can better extract the
feature of the video in more patterns. In the future, we will
explore the fundamental difference between Moments in Time
dataset with other datasets and find better general presentation
under large variance in intra-class distribution.
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