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Abstract

This report introduces our submission to the Moments in
Time Challenge 2018. In this task, we integrate static infor-
mation, short-term temporal information, long-term tempo-
ral information and acoustic information to recognize the
actions or events in the videos. Our method finally ob-
tains top-1 accuracy of 27.9% in full-track validation set
and 33.6% in mini-track validation set.

1. Introduction
Moments in Time dataset includes a collection of one

million labeled 3 second videos, which aims to to help
AI systems recognize and understand actions and events in
videos.

In this report, we focus on learning different time scale
representations for video classification and incorporating
other sources of information such as audio signal to pro-
vide complementary information. In the following sections
we will present our approach and show the results.

2. Approach
In order to understand the videos from multiple tempo-

ral scale, we combine static information, short-term tempo-
ral information and long-term temporal information via a
simple late fusion. In addition, we utilize acoustic signal
features since it provide complementary information. We
ensemble these models to get the final predictions of the
videos. Next we describe each component in detail.

2.1. Static Information

For static information, we exploit frame-based features
to recognize actions or events. We deploy Inception-Resnet-
V2[6] architecture with temporal segment networks[8]
framework. During training, each video is divided into 3
segments and one frame is sampled from each segment. The
frame-wise prediction is fused by average pooling. During

testing, 20 frames equidistant in time are sampled and the
predctions are averaged to genarate video-level prediction.

To improve performance, we fintune the model from
ImageNet pretrained and Kinetics-400 pretrained ones.
The model finetuned from Kinetics-400 pretrained model
achieves higher accuracy. Besides, considering training on
hard samples, we try to use focal loss[4] in this classifica-
tion task and find that it just accelerated convergence but
did’t increase the performance.

Our performance comparison on validation set is showed
in Table 1.

Models Full-track Top-1 Mini-track Top-1
IR-scratch 0.1946 -

IR-ImageNet 0.2419 -
IR-Kinetics-400 0.2524 0.3026
IR-Kinetics-FL 0.2513 0.3124

Table 1. Performance comparison of different models for static in-
formation.(IR here denotes InceptionResnetV2.)

2.2. Short-term Temporal Information

To encode spatial and short-term temporal informa-
tion, we apply Pseudo-3D Residual Networks[5] in our ap-
proach. We use 199 layers variant as our base framework
and mix different P3D Blocks as described in [5]. In the
training stage, one 16-frame clip is randomly sampled from
each video as the input while during testing we sample 4
clips uniformly from each video and fuse the output of the
final layer.

We first pretrain our model from Kinetics-400 dataset
and then full-train the model on the Moments in Time
dataset. For Mini-track, to accelerate the training process
and capture longer term motion information, we experi-
ment with different sampling strategies on the input: sam-
pling clips from consecutive frames and down-sampling
clips with different sampling intervals. Accuracy compar-
ison on validation set is described in Table 2.
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Models Full-track Top-1 Mini-track Top-1
P3D-Kinetics 0.2091 0.2634

P3D-Kinetics-s2 - 0.2612
P3D-Kinetics-s4 - 0.2614

Table 2. Performance of different models using Pseudo-3D Resid-
ual Networks with different sampling interval. s2, s4 denote the
sampling interval of 2 frames and 4 frames respectively.

2.3. Long-term Temporal Information

To capture long-term temporal information, we intend
to model the temporal evolutions of features. We first
extract frame-level features using our Kinetics pretrained
Inception-Resnet-V2 model from 10 frames uniformly sam-
pled from each video, and then apply a temporal convolu-
tion (denoted as TemporalConv or TC below for simplicity)
and a parametric pooling along time dimension, which fol-
lows a MOE model like [1] to classification.

Inspired by ARTNet proposed in [7], we further employ
a multiplicative interactions (denoted as MultiplyInter or
MI below for simplicity) to model relations across features
as a supplement to the TemporalConv features.

Moreover, Temporal Relation Network[9] models the
temporal dependencies between multiple frames at multi-
ple time scales. Here we use the pretrain model1 provided
by the author to model multi-scale temporal informatioin
for classification.

Results of different methods on validation set are illus-
trated in Table 3.

Methods Full-track Top-1 Mini-track Top-1
TemporalConv 0.2626 0.3251
MultiplyInter 0.2638 0.3268

TRN 0.2120 -

Table 3. Performance of different methods for long-term temporal
information.

2.4. Acoustic Information

We also utilize acoustic features as complementary in-
formation in our approach. We first compute log mel spec-
trograms from the audio of each video and use a pre-trained
VGGish model[3] to extract 128-D semantically meaning-
ful, high-level embedding features[2], and then take the fea-
tures as input and use a 4 layers full-connected network for
classification. We finally obtain 0.045 top-1 accuracy on
validation set.

1http://relation.csail.mit.edu/models/TRN_
moments_RGB_InceptionV3_TRNmultiscale_segment8_
best.pth.tar

3. Ensemble Results
Finally, we ensemble the models mentioned above to

get the prediction. Results on Full-track and Mini-track
are showed in Table 4 and Table 5 respectively. It should
be noted that in both two tracks, we use the consecutive-
sampling strategy mentioned above in P3D models for final
combinations.

Models combinations Top-1 Top-5
IR+P3D 0.2638 0.5187

IR+P3D+TRN 0.2676 0.5262
IR+P3D+TC+TRN 0.2746 0.5345

IR+P3D+TC+MI+TRN 0.2786 0.5368
IR+P3D+TC+TRN+audio 0.2756 0.5291

IR+P3D+TC+MI+TRN+audio 0.2796 0.5397

Table 4. Top-1 and Top-5 accuracy of different models combina-
tions on Full-track.

Models combinations Top-1 Top-5
IR+P3D 0.3246 0.6082

IR+P3D+TC 0.3337 0.6196
IR+P3D+MI 0.3347 0.6237

IR+P3D+TC+MI 0.3358 0.6219

Table 5. Top-1 and Top-5 accuracy of different models combina-
tions on Mini-track.
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