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Abstract

This paper describes our method for the Moments in
Time Recognition Challenge Full track to ActivityNet Chal-
lenge 2018. In this task, we propose a method for action
recognization by using Non-local Neural Networks,the De-
formable Convolutional Networks and Temporal Relational
Reasoning in Videos. We further demonstrate that a Con-
vNet trained audio information can help with the recog-
nization of the Moments in Time dataset. We only use RGB
frames and audio features to training.

1. Introduction
In recent years, Video-based human action recognition

has become an intensive area of research in the fields of
computer vision and pattern recognition [5, 6, 7]. There are
two significant information in this fields: appearance and
motion. For appearance, since hand-craft features such as
sift are unable to capture global information, numerous re-
cent methods have utilized Convolutional Neural Networks
(CNNs) whose superiority over hand-crafted ones in this
field has been shown. [2] As for motion, it is frequently rep-
resented by optical flow or other motion-based descriptors.
Simonyan et al. [4] ‘s two-stream CNN network which em-
ployed optical flow into temporal network to extract motion
information. However, the pre-calculation of optical flow
is significantly complicated which illustrated the exceed-
ing difficulty of applying it into real-time recognition.We
propose an approach for human action recognition which
fused various CNNs (Audio-TSN, TRN [7], DCN[1] , Non-
local Network [6]) to extract different features from differ-
ent videos with an end-to-end training process. Consider-
ing the application of real-time action recognition, optical
flow has not been implemented in our approach. In this sub-

mission to the challenge, we aim to evaluate the proposed
model on the Moments in Time dataset

2. Moments in Time

Moments in Time Dataset is a large-scale human-
annotated collection of one million short videos which has
the same length of 3 second. There are 339 different classes
in total. And there are existing some action partly or even
fully depend on the audio information. Moments in Time
dataset is also joint as a task in the ActivityNet Challenge
2018. There are two different tracks. The first track is the
full track, which is a classification task on the entire Mo-
ments in Time dataset. It contains 339 classes, 802,264
training videos, 33,900 validation videos, and 67,800 test-
ing videos. The second track is the mini track, which is
a classification take for students on a sub set of Moments
in time dataset. It contains 200 classes, 100,000 training
videos, 10,000 validation videos, and 20,000 testing videos.

3. Method

Our approach use 3 kind of neural network for extract ap-
perance features from RGB image: Non-local Network [6],
Temporal Relation Network (TRN) [7], Deformable Con-
vNets (DCN). We found that audio information also play
a important role in video analyzing, so we also use audio
feature to imporve our recognition accuracy.

We only use RGB frames adn audio features as our train-
ing data. Therefore we lost some temporal information from
still image, so we choose 3D-based convolution neural net-
works (CNN) to exploit temporal information from contin-
uous frames. Because of Non-local Network is the most
powerful architecture in 3D-CNN, so we choose it for tem-
poral feature learning. Relevance also exists in contiguous
video frames. For instance, in the action of drinking, taking
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the glass should be anterior to getting the mouse close to
it. The relevancy of action makes it irreversible. So we use
TRN for extract temporal relationship between continuous
frames. And we think in still image, there is also an relation
between objects such as bottle and person. In our approach,
we do not use object detection methods such as Faster R-
CNN [3] or YOLO directly. We use the deformable Con-
vNets for spatial relationship learning because it success in
oject detection area. Audio is also an important feature in
our approach, we use mel spectrogram feature as our train-
ing data, then use Temporal Segment Network (TSN) to
training.

3.1. Training

1. For Non-local Network, we use both i3d and c2d as
Non-local Network’s backbone, the network is trained using
SGD for 400k iterations. The base learning rate is 0.01 and
the stepsize is 150k and 300k.

2. When traning TRN network, we use the released
pre-trained RGB model for full track. For mini track, we
use InceptionV3 as network’s backbone, and we choose 8-
segments and multiscale strategy for training.

3. For DCN network, we use ResNet101 as network’s
backbone, and replace the res5-c bottleneck to DCN Con-
vNets.

4. For audio stream, we first extract wav file from video
and use audioset to get mel spectrogram feature, then use
TSN network to training.

4. Conclusion

Although we do not get the best performance in compe-
tition, but it shows that relationship in continuous frames
plays an importanct role in video analyzing. And we found
audio also can help effectively.
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