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Abstract
This technical report describes the detail solution
for Multi-Moments in Time Challenge 2019. We
exploit and evaluate spatiotemporal feature learn-
ing model, such as C3D, (2+1)D convolution. And
to learn the action class association in data, we use
focal loss combined with label correlation loss as
the loss function. Furthermore, we also explore the
auditory modality to predict action categories. Our
final submission to the challenge is an ensemble
of the visual RGB model, Flow model and Audio
model, achieving a mAP 67.0% on validation set.

1 Methodology
1.1 Objective Function
Different from the typical multi-class problem, multi-label
classification usually requires additional efforts in learning
the associated data/label information. To address this issue,
we introduce a label correlation aware loss function proposed
in [1]:

Γ(p, y) =

N∑
i=1

Ei (1)

Ei =
1

|y1i ||y0i |
∑

(s,t)∈y1i×y0i

exp(ps − pt) (2)

where y1i denotes the set of the positive labels in yi for the
instance xi , and y0i is that of the negative labels, ps denotes
the sth predicted score.

Considering the action categories in the dataset belong to
the long tail distribution, we also introduce balanced Binary
Cross Entropy loss, i.e. Focal loss[2].

F (p) = −(1− p)γ log(p) (3)

Thus, the objective function of our model can be formulate
as follows:

L = Γ + αF (4)
∗This work was done when Lin was visiting Alibaba as an intern

1.2 Visual Modality
In recent years, many convolutional structures are proposed
to learn video feature, such as C3D [3], P3D or (2+1)D [4;
5], non-local networks [6]. For the trade-off of performance
and computational cost, we use P3D, or (2+1)D, to learn vi-
sual feature from video clip. ResNet-101, Inception-v4 and
Inception-ResNet-v2 and polyNet are used as the backbone
models, which are pretrained on ImageNet. And to extract
more motion feature, we also computed optical flow with a
TV-L1 algorithm [7].

For each model, to obtain better generalization on test
dataset, the Stochastic Weight Averaging (SWA) scheme [8]
is adopted to ensemble the models, which are trained with
cycle learning rate.

1.3 Auditory Modality
In this work, audio streams extracted from videos are also ex-
ploited for the task of action recognition. M34-res [9] and
EnvNetv2 [10] learn semantic feature from the 1D raw audio
waveforms in an end-to-end way. Moreover, log-mel spec-
trum is a powerful hand-tuned feature. In our work, we adopt
the ResNet34 and VGG16 as the backbone models for ac-
tion classification based on 2D log-mel feature. We train
and ensemble the four state-of-the-art models on the Multi-
Moments in Time dataset to get the results.

2 Experiments
The Multi-Moments in Time dataset [11] contains 1025862
training videos, 10000 validation videos, Excluding the
videos without audio track, the auditory modality contains
550k training segments and 5487 validation segments. To-
tally 313 action categories are annotated.

For the visual RGB model, we randomly generate training
samples from videos in training data. We random select 64
continuous frames from the video and then sample 8 frames
by dropping 7 frames in every 8 frames. The spatial size is
224x224 pixels, randomly cropped from a scaled video whose
shorter side is 288 pixels. In inference stage, we sample 6
clips evenly from a full-length video and compute the scores
on them individually. The final prediction is the averaged
scores of all clips. We deal with Flow model exactly the same
as RGB model except that the input channel is set to 2.

For the training of audio models, all the sound data are
downsampled to a frequency of 16kHz. We set two variables,



Table 1: performance on the validation set of the Multi-Moments in
Time dataset.

Model Modality mAP(%)
ResNet-101 RGB 65.0

Inception-V4 RGB 63.7
Inception-ResNet-V2 RGB 63.4

PolyNet RGB 63.2
Ensemble RGB 66.2

ResNet-101 Flow 59.1
Inception-V4 Flow 54.5

Inception-ResNet-V2 Flow 55.7
Ensemble Flow 59.2
M34-res Audio 31.8

EnvNetv2 Audio 30.2
ResNet-34 Audio 30.2

VGG16 Audio 30.1
Ensemble Audio 35.5
Ensemble RGB+Flow+Audio 67.0

the audio length and the start time, which are both randomly
selected in a certain range to obtain the training data. The
range of the audio length is 1.5 to 2.5 seconds for training.
By using these two variables, we can enhance the data. In
the validation or testing stage, we fix the audio length to 2
seconds.

3 Conclusions
In the Multi-Moments in Time challenge 2019, we explore
multiple modalities for the task of multi label video-based
action recognition. By ensembling of the models based on
visual RGB, Flow and Audio, we can fully extract the feature
of the video in more patterns, which achieves superior perfor-
mance over the single model . Extracting better general pre-
sentation based on the fundamental difference between Multi-
Moments in Time dataset with other datasets is left for future
work.
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