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Abstract

In this report, we present a solution to the Multi Mo-
ments in Time Challenge 2019. At present, the dominant
research paradigm in video classification pursues improve-
ment through end-to-end learning of effective video repre-
sentations. This is undoubtedly a useful research direction,
but it is not the only route towards better video understand-
ing. In this report, we focus on an alternative ‘speedy-
expert’ approach: features are first pre-extracted from a
wide range of pretrained models (the experts) and cached
as an intermediate representation that can then be used to
train the final action recognition system. Our best single
model achieved a performance of 0.628 mean average pre-
cision on the Multi Moment validation set.

1. Introduction

The focus of this report is video classification. In con-
trast to images, video contains temporal information and
valuable cues from multiple modalities [10], such as an ac-
companying audio track. This has several consequences:
video signals are richer than their static counterparts, but
also more challenging to represent. Recently, the release of
large-scale video classification datasets such as Kinetics [9]
and Multi Moments in Time [13] has enabled researchers
to train and explore different model designs for automatic
video understanding and analysis.

The dominant research paradigm in this domain uses
end-to-end training models to learn robust video represen-
tations for classification. This is undoubtedly a useful re-
search direction, but we note that it is by no means the
sole path towards improving video understanding. In this
challenge, we focused on an attractive lightweight alter-
native: using collections of existing pretrained models as
“speedy experts”, offering representations which have been
specialised for semantically relevant machine perception
tasks. The primary motivation for our approach is that we
can reasonably approximate the discriminative content of
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Figure 1. The overall network architecture.

a video with a set of semantic projections of the data pro-
vided by different experts (in scene, audio, etc). Effectively,
this approximation enables us to exploit knowledge (and
datasets) from existing individual sources and significantly
reduce the computational burden of training a new video
classification system.

2. Speedy Experts

In this section, we briefly introduce our method for inte-
grating multi-modal features extracted from various expert
models. We extracted multi-modal features { X };c a4 from
the video clips with models pretrained on various datasets
including static images, videos and audios (see Sec. 3 for
details). X; denotes the features from the " modality and
M indicates the set of all modalities. To integrate these fea-
tures, we first transform them into the same dimension, cal-
culate the context vector ﬁ > iem Xi using the average
pooling operation and finally select the useful information
X; within X; based on the context vector. After this feature
selection operation for each modality, we concatenate the
new feature set { X; };c ¢ and train a classifier by minimiz-
ing a multi-label binary cross-entropy loss. The proposed
Speedy experts framework is shown in Figure 1.

3. Experiments

In our experiments, we use the following speedy experts
in the form of pretrained semantic embeddings:

Appearance frame-level embeddings of the visual data
are generated with a SENet-154 model [7] (pretrained
on ImageNet for the task of image classification) from



frames extracted at 5fps, where each frame is resized
to 224 x 224 pixels. Features are collected from the
final global average pooling layer, and have a dimen-
sionality of 2048. We also extracted additional features
with a DenseNet-161 [8], Inception-ResNetv2 [15] and an
Instagram-pretrained ResNext-101 [11].

Scene embeddings of 2208 dimensions are extracted
from 224x224 pixel centre crops of frames extracted at
1fps using DenseNet-161 [8] and ResNet50 [6] models pre-
trained on Places365 [17].

Motion embeddings are generated using the I3D in-
ception model following the procedure described by [!].
Frames extracted at 25fps and processed with a window
length of 64 frames and a stride of 25 frames. Each frame is
first resized to a height of 256 pixels (preserving aspect ra-
tio), before a 224 x 224 centre crop is passed to the model.
Each temporal window produces a (1024x7)-matrix of fea-
tures. We further included R(2+1)D embeddings pretrained
on Instagram-videos [4], as well as features extracted from
the pretrained ResNet-3d50 and TRN [16] models provided
by the Moments-in-Time dataset organisers [14].

Audio embeddings are obtained with a VGGish model,
trained for audio classification on the YouTube-8m dataset
[3]. To produce the input for this model, the audio stream
of each video is re-sampled to a 16kHz mono signal, con-
verted to an STFT with a window size of 25ms and a hop
of 10ms with a Hann window, then mapped to a 64 bin
log mel-spectrogram. Finally, the features are parsed into
non-overlapping 0.96s collections of frames (each collec-
tion comprises 96 frames, each of 10ms duration), which is
mapped to a 128-dimensional feature vector.

Speech to Text The audio stream of each video is re-
sampled to a 16kHz mono signal. We then obtained tran-
scripts of the spoken speech for using a Deep speech model
[5] pretrained on The Wall Street Journal, Switchboard and
Fisher [2] corpora and Baidu Speech dataset[5]. We encode
each word using the Google News' trained word2vec word
embeddings [12]. Finally, all the word embeddings in each
sentence are aggregated using NetVLAD.

We evaluated our model on the validation set of the Multi
Moment in time dataset. Multiple models were trained us-
ing features from various combinations of modalities using
the expert aggregation mechanism described in Sec. 2. Our
single strongest model—which combined object, scene,
motion and audio features—achieved a mean average pre-
cision of 0.628 on the validation set. Lastly, we combined
several models by ensembling their logits on the validation
set—the 5-fold cross validation mean average precision of
this ensemble on the validation set was 0.658.

'GoogleNews-vectors-negative300.bin.gz can be found at:
https://code.google.com/archive/p/word2vec/

4. Conclusion

In our submission to the Multi Moments in Time Chal-
lenge 2019, we explore multiple modalities for the task of
video classification. At the core of our method is a tech-
nique we term speedy expert, a learnable mechanism for ex-
ploiting contextual information from a collection of modal-
ity signals to render them maximally discriminative for the
video classification task. Our approach achieves compet-
itive results with significantly fewer parameters and com-
puting resources than required in end-to-end training. A
more thorough evaluation of the architecture is left for fu-
ture work.
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