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The Spoken Moments Dataset

● We propose a new video caption dataset of 500k videos (sourced from the 
Multi-Moments dataset [1]) each with a unique spoken caption describing 
what is happening in the video. We also generate text captions using an 
automatic speech recognition system to feed them to language models.

● Comparison of our dataset to existing video caption datasets.
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Dataset Clips Videos Captions Words Vocab Domain

TACoS 7,206 127 18,227 146,771 28,292 Cooking

YouCook II 15,400 2,000 15,400 121,418 2,583 Cooking

MSVD 1,970 1,970 70,028 607,339 13,010 General

Charades 10,000 10,000 27,800 645,636 32,804 General

MPII-MD 68,337 94 68,375 653,467 24,549 General

MSR-VTT 10,000 7,180 200,000 1,856,523 29,316 General

ActivityNet Captions 100,000 20,000 100,000 1,348,000 15,564 General

VideoStory 123,000 20,000 123,000 1,633,226 - General

Epic-Kitchens 76,885 633 76,885 227,974 1,737 Cooking

Vatex-en 41,300 41,330 413,000 4,994,768 44,103 General

Spoken Moments 515,912 459,742 515,912 5,618,064 50,570 General

Learning Audio-Visual Representations Video/Caption Retrieval

● To learn from the large set of spoken captions in the Spoken Moments 
dataset (S-MiT)  we adopt a cross-modal architecture [2, 3, 4].

● We propose a novel approach to contrastive loss where we compute 
the margin based on the difference between the similarity of the 
positive pair and the set of negative pairs in each batch (Eq. 2). We 
call this Adaptive Mean Margin (AMM). We replace M in Masked 
margin softmax (Eq. 1) with our proposed AMM, where α=0.5 is a 
dampening parameter to weight the strength of the margin. 

● The proposed AMM loss function consistently achieves the highest 
performance in multiple spoken/language caption model architectures.

● Loss function comparisons on S-MiT where models are trained

■ with ResNet-50 architecture for spoken captions.

● Cross Dataset Evaluation:The S-MiT model shows it generalizes 
strongly to the other datasets even beating the MSR-VTT model on 
its own test set. 

Trained On

Evaluated On

Vatex ActivityNet MSR-VTT S-MiT

R@1 R@5 R@10 mAP R@1 R@5 R@10 mAP R@1 R@5 R@10 mAP R@1 R@5 R@10 mAP

Vatex 45.9 79.7 87.5 60.7 15.6 39.4 51.7 27.1 22.6 49.8 63.2 35.6 13.1 33.0 45.8 23.5

ActivityNet 25.0 56.0 68.4 39.1 19.1 48.1 61.2 32.5 15.1 37.1 50.4 26.4 9.8 28.7 40.6 19.7

MSR-VTT 21.0 51.3 64.8 35.1 9.9 28.3 39.7 19.6 29.1 64.2 77.9 44.8 14.6 39.3 53.4 26.9

S-MiT 42.7 75.4 84.2 57.1 17.6 41.6 53.8 29.2 33.1 64.8 77.4 47.6 38.4 68.5 78.7 52.1

Loss
Caption to Video Video to Caption

R@1 R@5 R@10 mAP R@1 R@5 R@10 mAP

Noise contrastive estimation (NCE) [5] 32.7 60.8 70.6 45.6 33.1 59.4 69.6 45.5

Semi-hard negative mining (SHN) [6] 33.9 60.1 70.9 45.8 34.0 60.6 70.1 46.0

Masked margin softmax (MMS) [7] 37.2 65.4 75.1 50.0 37.8 64.6 74.2 50.1

Adaptive Mean Margin (AMM) 39.5 65.7 75.5 51.6 40.1 66.3 74.5 52.0

http://moments.csail.mit.edu/
spoken.html
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